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SUMMARY

A number of research reports has been
presented on the noise suppression signal
processings as one of the important tech-
nical problems. Although a reduction feel-
ing of the noise level can be obtained by the
conventional method using the one-point re-—
ceived signal, it has been pointed out that
the program of improving the articulation
is not sufficient. To solve this problem,
we propose a noise suppression signal pro-
cessing method using two-point received sig-
nals. As the first step, the noise suppres-
sion method is discussed assuming that the
desired signal is uncorrelated to the noise.
It is shown that the noise suppression
filter, which is the optimum in the sense of
least-mean-square error, is obtained from
the correlation coefficients between the
frequency components of the two-point re-
ceived signals. Then a method is shown in
which the two-point receiving noise suppres-
sion system can be constructed using FET
based on the proposed principle. Finally, to
verify the effectiveness of the proposed
processing, the method is applied to the
two-point received speech under room noise.
The articulation tests were performed for the
processed and unprocessed speeches. As a
result, it was seen that the syllable articu-
lation score could be improved by 4 to 10
percent when the correlation coefficient be-
tween the two-point received signals of the
noise is 0.1 or less and that of the speech
is 0.9 or more.

1. Introduction

For the received signal, which con-
sists of speech plus noise components, the
signal processing to suppress the noise
component is a technical problem requested
in many practical situations. Examples are
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telephone communication under high noise
level circumstances such as railroad sta-
tion, busy street and within an automobile,
and loud-speaking telephone system even
under low noise level. This paper considers
the noise suppression assuming acoustic
noises.

With the recent development of digital
technology, there have emerged various real-
time processings as possible means to solve
this problem. Based on those technologies,
a number of researches has been made on the
signal processing to suppress the noise.
Typical methods are spectrum subtraction
[1], Wiener filtering [2], comb filtering
[3], SPAC [4], and adaptive filtering [5].
By those methods, subjective noise reduction
is achieved, while it is pointed out that
the phoneme articulation is degraded in most
of the methods [6]. In addition, a priori
knowledge is required in the processing for
the characteristics of the desired signal
(such as speech and musical sound) or wave-
form or power spectrum of the noise, which
is a restriction in the application. 1In
contrast to these past methods, which receive
the signal sound at one point, we propose
the new noise suppression technique using
two—-point received signals aiming at the
solution of the problem by utilizing the spa-
tial property of the sound field.

As the processing by two-point receiv-
ing, Allen's reverberation suppression tech-
nique is known [7]. 1In this method, the
two-point receiving is used for the signal
with added room reverberation, and the re-
verberation suppression filtering is made
utilizing the fact that the correlation be-
tween the two-point received reverberation
is small compared with that of direct sound
and the early echoes. There are some prob-
lems left unsolved in this method, such as

optimization of the filter coefficients. On
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the other hand, it is known that when the
two-point receiving of the noise in the
sound field is made, the correlation be-
tween the two received noises is almost
zero, if the two receiving points are suffi-
ciently far apart [8]. From such a view-
point, we investigated the noise suppression
filtering considering the correlation be-
tween the two-point received signals.

In this paper, Sect. 2 formulates the
noise suppression problem, and it is shown
through analysis that the optimum filter
coefficients can be calculated from the two-
point received signals. The result is the
same as the filter coefficients obtained by the
conventional Wiener filter. Although the filter
coefficients are determined by the long-term
average spectrum of the noise, which must be
obtained as an a priori information in the
conventional Wiener filtering method, the
proposed method is advantageous in that the
filter coefficients are determined directly
from the signal containing both the desired
signal and the noise. Then, in Sect. 3, the
procedure for the processing by this method
is described. Finally, in Sect. 4, the ex-
perimental result of subjective evaluation
is described for the quantitative evaluation
of the noise suppression by this proposed
method.

2. Processing Principle

It is shown in this section that the
optimum noise suppression filtering (in the
sense of the least-mean-square error) can be
realized by calculating the correlation coef-
ficient Ry between the corresponding fre-
quency components of the two-point received
signals. A discrete time-series signal is
considered as the signal.

2.1 Optimum noise suppression filter

Assume that the signal x(n) coﬁsists
of the desired signal s(n) and the noise
ni(n), and it is represented as

xz(n)=s(n)+n, (n) (1)
The signal is considered as a discrete se-

quence, and n is the parameter representing
time.

x(n), s(n) and nj(n) are then decom-
posed into independent contiguous N fre-
quency components, which are denoted by
Xk(n)s Sk(n) and nlk(n) (k =1, 2, 3, ==,
N). Then, x(n) is represented as follows:

N N
x(n)=k§1xk(n):k§1(sk(n)Jrnlk(n)) (2)

Consider the noise suppression filter-
ing, in which the frequency component xj(n)
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Fig. 1. Schematic diagram of 2-point receiv-

ing.

of x(n) is weighted by constant (filter coef-
ficients) ck to produce the output y(n)

N
y(n):kgl Ck‘xk(n) (3)

and consider the evaluation function I rep-
resenting the mean squared error

I=|y(n)-sn)|? )
Therefore, the filter coefficients cy mini-
mizing I gives the optimum filter. Above,
the superline "-" indicates the time averag-
ing, which is defined for an arbitrary func-
tion g(n) as

M
2 g(n)

o
gl lim Sore &,

M—o0

(5)

Using Eq. (3) and independent property
of frequency components, Eq. (4) can be writ-
ten as

N
1=| T {ant)-sm)

N
= kgl { c-kz aykz(n) — 20,2, (n) sy, (n)+skz(n)}

(6)

Assuming that the desired signal s(n) and

the noise nj(n) are uncorrelated, and sub-
stituting Eq. (2) into xy(n) of Eq. (6), Eq. (6)
turns out to be

i) +s2(n)}

)]

N
I= 2
k=

1{ Ckz (Skz(n)+n1k2 (n))- 2y -

Forming the partial derivatives of Eq.
(7) in regard to ci and setting the deriva-
tives as zero, the optimum filter coeffi-
cients Ek minimizing I are obtained as
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2.2 Noise suppression by two-point re-
ceiving

The optimum filter coefficient Ek de-
scribed in the previous section cannot be
obtained from the one-point received signal
containing both the desired signal and the
noise. Consequently, in this method, the
desired signal is received at two points
and the optimum filter coefficients are de-
termined by the following method.

Figure 1 shows the two-point receiv-
ing of the desired signal s(n) in a sound
field containing noise. It is assumed that
the reflected sounds in the room have suffi-
ciently low levels compared with the desired
signal. To simplify the description, it is
assumed that the distances 71 and 12 between
the receiving points and the signal source
are equal (2] = 13). The propagation delay
for the desired signal is ignored.

Then the two signals x(n) and z(n) re-

ceived at two points are represented as fol-
lows: '

x(n)=s(n)+n, (n) (9)
z(n)=s(n)+n,(n) (10)
where nj(n) and ny(n) are the noise compo-

nents contained in the signals received by
the two microphones.
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responding frequency components is in gen-
eral small, if the distance d between the
two receiving points is large. In particu-
lar, in the diffused sound field, it con-
verges to zero [8]. Consequently, the fol-
lowing two assumptions are made for the
frequency components njk(n) and nyy(n) of

, the two-point received noises.

Assumption 1. sy(n), nik(n) and nok(n)
are uncorrelated to each other.

Assumption 2. The powers of nik(n)
and npr(n) are equal. In other words,

nlf(n)::nzf(n) (113

Under those assumptions, the correla-
tion coefficient Ry between the frequency
components xk(n) and zp(n) of the two-point
received signals is calculated.

R, — xk(n) . zk(n) (12)

{2(n) + 22(n) }/°
Substituting Eqs. (9) and (10),
(o) +ny(n) (o (n) g (n)
C G+ )2 (spln) Fng(n)?)
52 (n)
s () + oy (n)

which is the same as the value of ¢i repre-
sented by Eq. (8).

1/2

(13)



Consequently, the optimum filter in the
sense of the least-mean-square error is real-
ized by using the correlation coefficient
between the corresponding frequency compo-
nents of the two-point received signals as
the filter coefficient for that frequency.

3. Signal Processing Procedure

The filtering method described in the
previous section is to determine the ratio
of the desired signal components in each
frequency component through a long-term ob-
servation and to perform the filtering using
the ratio as the coefficient. When the
speech is considered as the desired signal,
the short-term spectrum of the speech signal
varies with time, and the short-term spec-
trum has the important phonetic informatiom.
Consequently, as the means of noise suppres-
sion for the speech signal, the adaptive
filtering will be more effective than the
time-invariant filtering described in the
previous section. In the former, the
method of the previous section is applied to
the signal within a certain interval and the
filtering coefficients are changed accord-
ing to the short-term spectrum of the speech
signal. We constructed the following noise
suppression system utilizing the short-term
Fourier transformation using FFT.

The steps of the procedure and de-
scribed in the following, based on the sche-
matic diagram of Fig. 2.

(1) Pre-processing: Let the distances
from the signal source to the two micro-
phones be 71 and 715. Then the signals x(n)
and z(n) at the two microphones are re-
ceived with the time difference

:M (14)

T
9 c

where ¢ is the sound velocity.

To adjust the time of the desired
signal components contained in the two-
point received signals to in-phase, as is
indicated by Egs. (9) and (10), the delay
equalization of Fig. 3 is provided. 1In this
processing, the cross-correlation pyz(T)
between x(n) and z(n) is calculated, and the
value of T giving the maximum of pyx,(T) is
used as the estimation %0 for tg in Eq. (14).

Then the fixed delay tf is given to
the input %(n), and the following variable
delay is given to z(n):

= -7, (15)

This procedure compensates for the desired
signal time difference that existed between
the two inputs to the microphones.

(2) Partition of frequency band

The frequency band is partitioned by
FFT. It is known that when Hamming window
is used as the time-window for FFT, if FFT
is performed by shifting the window by Tg/4,
where Tr is the length of the time-window,
a satisfactory waveform can be restored [9].

As a result of such an FFT, the short-
term Fourier transform Xy(m) and Zi(m) are
obtained for each Tp/4 in time:

Xk(m): E:

n=-—00

wp (m—n) - z(n) e,

(16)
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Z,(m)= éimwp(m—n)'z(n)°é7mk"

a1

where wp is Hamming window,

w,=2n(k=1)/Tp k=1, 2,-, N
and m is the time parameter at interval of

Tr/4.

In the following processings (3) to
(6), the same processing is made on each
frequency component obtained by the above
procedure. Only the processing for k = 1
is shown in Fig. 2.

(3) Noise suppression by addition

The corresponding short-term Fourier
spectra Xi(m) and Zi(m) of the two channels
are added. Since the desired signals are
added in-phase, this processing suppresses
the noise component relatively.

(4)

ficient

Calculation of correlation coef-

It is known that the relation between
the short-term Fourier spectrum and the fre-
quency component of the signal can be repre-
sented as in Fig. 4 [9]. By this relationm,
the frequency componénts xk(n) and zy(n)
of the two input signals can be represented
as follows, using their Fourier transforms
Xk(n) and Zkx(n), respectively:

xi(n) =Re (X;(r)) - cosw,n
+1Im (X,(n)) * sinwn

(18)
z(n)=Re(Z;(n)) * cosw;n
+Im(Z,®)) sinw,n
Substituting Eq. (18) into Eq. (12),

and calculating by assuming that the varia-
tions of Xy(n) and Zyi(n) are sufficiently
slow compared with that of sin wkn, the cor-
relation coefficient can be expressed ap-
proximately as

Re (X;*(n) - Z 1 (n))
{1X, )% - [Z,ym) [P} ?

(19

where * indicates the complex conjugate.

Based on this expression, we defined
the correlation coefficient between the
frequency components in the proposed pro-
cedure as follows:

Re (X;* (m) - Z;(m)

d e (0
(X - TZ ) 12}

R.(m)=
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where V¥ indicates the weighted mean-in-
time for a finite interval. Letting the
averaging window be wgp(m), the mean is de-
fined as follows for any function g(m):

co

g e % up(m=1)-g(0)

(21)

(5)

Filtering coefficient and filter-
ing

If the noise components in the two
channels are uncorrelated, the correlation
coefficient defined by Eq. (12) cannot go
negative. 1In the actual processing, how-
ever, an averaging window wgp(m) for a finite
interval is used, and there can be a case
where the correlation coefficient Ry (m)
calculated by Eq. (20) is negative for the
band containing only noise.

Consequently, the following weighting
function f(+) is used to determine the fil-
tering coefficient cyi(m):

Ry(m)  R,(m)=0

0 Ryfs) <o 90

The coefficient cy(m) is multiplied with the
previous result of addition Xy (m) + Zy(m).

(6) Post-processing (Low-frequency
suppression filtering)

The low-frequency component has longer
wavelength. Consequently, even if a noise
component coming from random direction is
received, a large correlation can be pro-
duced when the distance between the receiv-
ing points is not sufficiently large [8].
Consequently, the post-filtering is used to
suppress the low-frequency components.

(7) Synthesis of time-waveform

The short-term spectra Y] (m) to Yy(m)
obtained from above processings (3) to (6)
are used to perform the inverse Fourier
transformation, and the result of processing
is given by overlapping add method.

4. Noise Suppression Experiments by
the Proposed Method

To verify the effectiveness of the
noise suppression by proposed method, the
improvement of articulation was examined.
The method and the result of experiment are

described in the following.
4.1 Sound field for experiments

The experiment was performed in a room
with volume 100 m3, surface area 160 m2,
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reverberation time 0.4 s, and room-constant
45 m2., Those conditions are nearly the same
as in an ordinary office or meeting rooms
[13]. The noise is due largely to the computer
located in the room, with the sound level
approximately 65 dB. As the microphones,
electret-condenser microphones with diam-
eter 1 cm are located 1 m above the floor
with the horizontal distance of 50 cm, as is
shown in Fig. 5.

In the processing principle described
in Sect. 2, it is assumed that the two-point
correlation coefficient of the speech is 1.
In the actual field in the room, the corre-
lation coefficient is lowered due to the
effect of the reflected sounds. Conse-
quently, based on the approximate formula
regarding all reflected sounds superposed
on the direct sound as diffused sounds [12],
the correlation coefficient between two-point
received speech signals in the room is cal-
culated. The result is shown in Fig. 6 by a
solid-line with the distance r between the
speaker and the microphones as the parameter.
Here, the distance r between the speaker and
the microphones is defined as the distance
from the speaker to the mid-point of the two
microphones.
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Then the correlation coefficients be-
tween two-point received speech signals in
this room were measured. The condition of
the measurement was as follows. The speaker
and the microphones are at a distance of 1 m
or more from the side wall. The noise
source was stopped during measurement. The
frequency band to consider is set as 300 to
4000 Hz. The correlation coefficients of
the speech signal were calculated for the
two-point received signals after delay
equalization of Fig. 3.

The correlation coefficients measured
for various distances between the speaker
and the microphones is shown by dots in
Fig. 6. It is seen from Fig. 6 that as the
distance r between the speaker and the micro-
phones is increased, the correlation coef-
ficient is lowered due to the effect of the
reflected sounds in the room. 1In this ap-
proximation, all reflected sounds are re-
garded as diffused sounds with small corre-
lation coefficient. Consequently, the cal-
culated estimation curve gives the lower
bounds for the average correlation coeffi-
cient of the two-point received speech sig-
nals under the given room condition. This
is seen from the fact that the measured
value is larger than the calculated value
except for the case of r = 0.5 m, where the
effect of the reflected sounds is very
small.

The correlation coefficient of the
noise is difficult to estimate theoretic-
ally since there is more than one noise
source with various dimensions. It is antici-
pated, however, that the sound field is
diffusive with small correlation coeffi-
cient between two-point received noises,
since there are a number of noise sources
and the directivities of noise sources are
not remarkable. To verify this fact, mea-
surements were made for the two-point corre-
lation coefficients for 50 kinds of receiv-
ing point locations, except for within 1 m
from the main noise source (computer). As
a result, the measured correlation coeffi-
cient ranged from -0.15 to +0.15.

From the above result, it is seen that
the noise in this field satisfies the condi-
tion for the proposed method i, i.e., the
small two-point correlation coefficient.
Despite the assumptions in the processing
principle, however, the two-point correla-
tion coefficient of speech decreases with
the increase of the distance r between the
speaker and the microphones. Consequently,
for the three receiving conditions with dif-
ferent values of r, experiments were per-
formed to verify the applicability of the
proposed method.
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Figure 7 shows the power spectrum of
the noise in the room. As is seen from this
figure, the noise is a room noise with grad-
ual spectrum changes with the slope of about
-4.5 dB/oct. However, it contains several
periodic components.

4.2 Conditions for sound receiving and
articulation test

A loudspeaker was installed in the
room described in the previous section, and
100 Japanese syllables were uttered. The
sound was received by the two microphones
shown in Fig. 5. The distance r between the
loudspeaker and the microphones was set as
0.5, 1, and 2 m. Then the two-point corre-
lation coefficients of speech were 0.95,
0.9, and 0.67, respectively. The two-point
correlation coefficient of the noise at the
microphone locations was approximately 0.1.

The signal-to-noise ratio is defined
as the ratio of the average powers of speech
and noise in voiced interval. By adjusting
the output-level of the loudspeaker, the re-
ceived sound was made at S/N ratio of +6, 0O
and -6 dB. The listeners for the processed
result were 4 females who are well-trained
inithe speech-quality test. The listening
level was set at +3 dB OTR (orthotelephonic
response) [10] at the average level of 100
syllables.

4.3 Processing parameters

The received syllables were off-line
processed for delay equalization (Fig. 3),
after which the proposed method was applied.
The parameters in the processing were as
follows:

(1) sampling frequency: 8 kHz;
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(2) Hamming window length for short-
term Fourier transformation: 4 ms (32
points);

(3) averaging window wg(m) for calcu-
lation of correlation coefficient:

Exponential window defined by

e L
0

m=0
m<_0

| T

where the time-constant denoted by Lc was set
as 20 ms for S/N of 6 and 0 dB, and 80 ms
for S/N of -6 dB; and

(4) Post-processing: Low-frequency
components below 300 Hz were deleted by a
high-pass filter.

4.4 Experimental result

Figures 8(a) to (c) shows the results
of articulation test, which are syllable
articulation scores before and after process-
ing. The ordinate in the figure is the
syllable articulation score in percentage
and the abscissa is the S/N ratio of the
received speech. The triangle is the syl-
lable articulation score without processing,
and the circle is the syllable articulation
score after noise suppression as given in
this paper.

Figure 8(a) is the result of experi-
ment when the distance r between the loud-
speaker and the microphones is 0.5 m with the
two-point correlation coefficient 0.95. It
is seen from this figure that when the S/N
ratio is +6 or 0 dB, the syllable articula-
tion score can be increased by the proposed
method by approximately 5%. When the S/N
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Individual phonemes articulation score.

ratio is as low as -6 dB, the syllable arti-
culation score can be improved by approxi-
mately 137.

Figure 8(b) is the result of experi-
ment when the distance r is 1.0 m with the
correlation coefficient of 0.9. Compared
with the case of r = 0.5 m, the effect of
the proposed method is slightly decreased.
Still, the syllable articulation score was
improved by approximately 47 for S/N of +6
and 0 dB, and approximately 10% for S/N of
-6 dB.

Figure 8(c) is the result when the
distance r is 2 m with the two-point corre-
lation coefficient 0.67. In this case, the
syllable articulation score is decreased
greatly by application of the proposed
method. The two-point correlation coeffi-
cient of speech signal decreases with the
increase of the distance between the loud-
speaker and the microphones, and the corre-
lation coefficient is decreased more remark-
ably for high-frequency components [12].

As a result, the high-frequency components
of speech signal were suppressed by the
processing and this may be the reason for
the decrease of articulation score. How-
ever, the details will be investigated in
the future.

The effectiveness of the proposed
method was examined also from the viewpoint
of phoneme. When r 0.5 or 1 m, no mis-
hearing of vowels occurred for S/N of +6 and
0 dB both for before and after processing.
When S/N is -6 dB, mishearing of vowels oc-
curred by 16% before processing, which, how-
ever was decreased by the noise suppression
processing to 4%. This indicates the effec-
tiveness of the proposed method in improving
the articulation of the vowel.



Figure 9 shows the individual phoneme
hearing score of consonants. In the figure,
triangle is the phoneme articulation score
before processing, and the circle is that
after noise suppression processing. The
figure is the case where r = 0.5 m and S/N
= -6 dB.

As a tendency observed in this figure,
the proposed method is more effective for
voiced bursts, such as b, d, g, bj and gj,
and nasals such as m, n, mj and nj. The
reason for this may be that the time-averag-
ing in the determination of the correlation
coefficient operates more effectively for the
consonants with longer durations, and the
noise suppression by weighting on.the fre-
quency-axis operates more effectively for the
phoneme with the frequency spectrum with
larger variations.

It was verified from the results of
those experiments that the proposed method
can improve the articulation if r = 1 m,
i.e., if the correlation coefficient of the
noise is 0.1 or less and the two-point cor-
relation coefficient of the speech is 0.9
or more. The correlation coefficient of
speech is larger than 0.9 if the distance be-
tween the utterer and the microphone is 0.5 m
or less under the room condition described
in Sect. 4.1, as is seen from Fig. 6.

5. Conclusions

This paper proposed the new noise sup-
pression signal processing method using the
correlation coefficient of the two-point re—
ceived signals. It is shown in the follow-
ing that the articulation of speech can be
improved by the processing.

(1) The noise suppression problem was
discussed, assuming that there is no corre-
lation among the desired signal and the
noises received at the two different receiv-—
ing points, alsc assuming that the reflective
sound in the room has a negligible small
level. As a result, it is shown that the
noise suppression filter which is the opti-
mum in the sense of the least-mean-square
error can be obtained from the correlation
coefficient of the frequency components of
the two-point received signals.

(2) To apply the idea to the signal
which can be regarded as stationary for a
short interval, such as in the case of
speech, the adaptive filtering based on the
short-term correlation coefficient was pro-
posed. Detailed procedures for noise sup-
pression were presented.

(3) Finally, to verify the effective-
ness of the proposed processing, articulation
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tests were performed in the actual room
sound field. Although the effectiveness
depends on the distance beween the utterer
and the microphones as well as their loca-
tions, the method was verified to be effec-
tive if the noise field is diffused with
two-point correlation coefficient 0.1 or
less, and the two-point correlation coeffi-
cient of speech is 0.9 or more (those condi-
tions are satisfied when the room volume is
100 m3, reverberation time is 0.4 s, and the
distance between the utterer and the micro-
phones is 0.5 m or less), improving the
syllable articulation score by 4 to 10%.
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